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ABSTRACT 
The complex and largely unstructured nature of real-world situ-
ations makes it challenging for conventional closed-world robot 
learning solutions to adapt to such interaction dynamics. These 
challenges become particularly pronounced in long-term interac-
tions where robots need to go beyond their past learning to contin-
uously evolve with changing environment settings and personalize 
towards individual user behaviors. In contrast, open-world learning 
embraces the complexity and unpredictability of the real world, 
enabling robots to be “lifelong learners” that continuously acquire 
new knowledge and navigate novel challenges, making them more 
context-aware while intuitively engaging the users. Adopting the 
theme of “open-world learning”, the fourth edition of the “Lifelong 
Learning and Personalization in Long-Term Human-Robot Inter-
action (LEAP-HRI)”1 workshop seeks to bring together interdis-
ciplinary perspectives on real-world applications in human-robot 
interaction (HRI), including education, rehabilitation, elderly care, 
service, and companionship. The goal of the workshop is to foster 
collaboration and understanding across diverse scientifc communi-
ties through invited keynote presentations and in-depth discussions 
facilitated by contributed talks, a break-out session, and a debate. 

CCS CONCEPTS 
• Computer systems organization → Robotics; • Information 
systems → Personalization; • Computing methodologies → 
Lifelong machine learning. 
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1 INTRODUCTION 
Traditional approaches to robot learning operate under the assump-
tion that the training dataset encompasses all the required informa-
tion for the model to make accurate predictions or classifcations. 
This assumption, referred to as the closed-world assumption [2, 7], 
implies a static and fxed state of the world. However, the real world 
is dynamic, introducing new classes, tasks, and environments that 
may emerge at any given moment. The need for the robot to au-
tonomously identify and learn these new concepts is crucial, espe-
cially in applications requiring long-term human-robot interaction 
(HRI), such as homes, rehabilitation, and education. To meet the 
expectations of users in these environments, robots must learn 
to become active partners in their interactions with humans, not 
only perceiving and understanding their environment, including 
socio-emotional human behaviors, but also responding with per-
sonalized context-appropriate behaviors [6]. Open-world learning 
approaches aim to address that need without requiring retraining 
which could be costly in long-term applications [4]. For example, a 
companion robot should be capable of detecting and learning new 
users (e.g., new friend) and objects (e.g., new souvenir) to recog-
nize them in future interactions without undergoing a complete 
relearning process of prior knowledge, such as that of 10 years, 
each time [2, 10]. The continuous acquisition of new knowledge 
and skills throughout the robot’s lifespan, referred to as lifelong 
(continual) learning [12], enables the robot to ofer personalized 
experiences to users by adjusting to their needs and preferences. 

The fourth edition of the “Lifelong Learning and Personalization 
in Long-Term Human-Robot Interaction (LEAP-HRI)” workshop 
focuses on “open-world learning” to highlight the challenges of 
learning and personalization for long-term HRI in the real world 
and learn about the solutions through invited keynotes, contributed 
talks, a break-out session, and a debate that bring together perspec-
tives from industry and academia. 

2 BACKGROUND 
Open-world learning entails that robots dynamically expand their 
capabilities, both in terms of improving their understanding of 
the environment that they perceive as well as expanding their 
skills by adapting to changing environmental and interaction dy-
namics. In terms of perception, they should be able to discern
between instances of known concepts, as well as yet unknown 
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concepts [13, 16, 17]. Learning these boundaries enables robots 
to detect new information and update their knowledge incremen-
tally [4]. Lifelong (continual) learning [8, 15] approaches address 
such application settings where agents, throughout their lifetime, 
can continue to learn new concepts while ensuring past knowl-
edge is not forgotten [5, 12]. However, most lifelong learning ap-
proaches focus on balancing past vs. novel knowledge, mitigating 
catastrophic interference [14]. Open-world learning, on the other 
hand, requires robots to identify and distinguish novel knowledge 
from past experiences, moving beyond knowledge preservation. 

Traditional reinforcement learning (RL) methods struggle to ac-
complish long-term learning, especially in open-world settings [19] 
as they assume stationarity in data distributions where robot inter-
actions with the environment are modeled in episodes of learning, 
as samples of the entire data distribution. This assumption is vi-
olated in open-world settings [18], especially in HRI context, as 
the environment, user, and robot adapt towards each other. Recent 
advances in continual reinforcement learning (CRL) [1, 11] ofer a 
positive direction for continual expansion of robot skills, in terms 
of learning amidst dynamic shifts in environments, learning new 
tasks or adapting with changing reward dynamics. CRL approaches 
that focus on explicit knowledge retention [11] address the chal-
lenges of stationarity, by modulating model plasticity and retaining 
learned representations [3], or through experience or memory re-
play bufers [9]. By perceiving the social and contextual settings, 
and adapting to the evolving dynamics of the environment and user 
interactions, these approaches can contribute to the personalized 
learning of the robot to align with user preferences, needs, and 
expectations over time, and prolong user engagement. 

3 WORKSHOP OVERVIEW 
LEAP-HRI is a half-day workshop on the topics of lifelong learning 
and personalization in long-term HRI that focuses on learning and 
adapting to new concepts from interactions in the real world. The 
workshop is ofered in a hybrid format to accommodate partici-
pants who cannot attend the conference in person, following the 
same format as the HRI conference. The workshop will consist of: 
Keynotes: Sonia Chernova and Silvia Rossi will share their insights 
and thoughts on lifelong learning and personalization in HRI, fo-
cusing on their experience on deploying robots to the real-world. 
Debate: The debate will revolve around a controversial statement 
on real-world applications in HRI, bringing together experts from 
industry and academia: Siddhartha Srinivasa, Maja Matarić, Geor-
gia Chalvatzaki, and Hae Won Park, moderated by Tony Belpaeme. 
Contributed Talks: Authors of accepted research papers (3-4 
pages) will provide short presentations about their ongoing work 
to encourage feedback from the audience. 
Break-out Session: The workshop participants will be divided 
into groups of 4-5 individuals for a break-out session. During this 
session, they will briefy introduce their work and engage in dis-
cussions pertaining to the debate statement. 
Target Audience and Approach for Recruiting Participants: 
We invite scientifc papers ranging from 3 to 4 pages, with additional 
space for references and appendices. Submissions can encompass 
various types of work, including ongoing projects with preliminary 
fndings, technical reports, case studies, and surveys that address 

lifelong learning and personalization. These topics span diverse 
felds in real-world applications, such as education, rehabilitation, 
elderly care, collaborative tasks, and companion robots, as well as 
long-term studies. We encourage submissions that align with the 
overarching theme of the workshop, “open-world learning”. All 
submitted papers will undergo a thorough review process to assess 
their relevance, originality, and scientifc and technical robustness. 
The workshop has consistently attracted an audience of 70 to 100 
attendees in the previous years, and we expect to maintain this 
level of engagement with the hybrid format, with 5-6 contributed 
talks. Details about the workshop are disseminated through the 
LEAP-HRI website, mailing lists, and social networking channels. 
List of Topics: Topics of interest include but are not limited to: 

• Lifelong personalization and/or adaptation 
• Lifelong learning or personalization for open-world learning 
• Incremental and/or online learning in HRI 
• Modeling user(s) and/or user behavior(s) in multi-session/ 
long-term HRI 

• Modeling robot behavior in multi-session/long-term HRI 
• Modeling context in multi-session/long-term HRI 
• Agent/robot architectures for personalization/adaptation 
• Lifelong (long-term) human-agent or multi-user/multi-agent 
interactions 

• Lifelong (long-term) multimodal interactions 
• Continual/lifelong machine learning 
• Long-term memory (episodic, semantic, associative) 
• Privacy and ethical considerations in lifelong learning/ per-
sonalization in HRI 

Plan for documenting the workshop: The accepted papers will 
be published on the workshop website, as well as in arXiv. 

4 ORGANIZERS 
Bahar Irfan, KTH Royal Institute of Technology, Sweden, 
birfan@kth.se. Bahar Irfan is the founder and coordinator of the 
LEAP-HRI workshop series. She is a Postdoctoral Researcher and 
Digital Futures fellow at KTH Royal Institute of Technology. Her 
research focuses on creating personal robots that can continually 
learn and adapt to assist in everyday life. Currently, she is working 
on lifelong learning in large language models for developing a per-
sonalized companion robot for older adults. Previously, she was a 
Research and Development Associate at Evinoks Service Equipment 
Industry and Commerce Inc., developing customizable software 
for industrial robots, virtual reality applications, and smart bufets. 
Prior to that, she worked as an R&D Lab Associate at Disney Re-
search Los Angeles on emotional language adaptation in multiparty 
interactions. She has a diverse background in robotics, from per-
sonalization in long-term HRI during her PhD at the University of 
Plymouth and SoftBank Robotics Europe as a Marie Skłodowska-
Curie Actions fellow to user-centered task planning for household 
robotics during her MSc in computer engineering, and building 
robots for BSc in mechanical engineering at Boğaziçi University. 

Mariacarla Stafa, University of Naples Parthenope, Italy, 
mariacarla.stafa@uniparthenope.it. Mariacarla Stafa is an Assis-
tant Professor in Human-Computer/Robot Interaction, Artifcial 
Intelligence and Cognitive Robotics at the Department of Science 
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and Technologies of the University of Naples Parthenope, Italy. She 
received the M.Sc. degree in Computer Science from the University 
Federico II with honors, in 2008. She got a Ph.D. in Computer Sci-
ence and Automation Engineering from the University Federico II in 
2011. She was a visiting researcher at the “Institute de Système Intel-
ligentes et de Robotique” at the University of Paris “Pierre et Marie 
Curie”. She is a senior member of the Institute of Electrical and Elec-
tronics Engineers (IEEE) and of the EUCognition - European Society 
for Cognitive Systems (ID: 2037). She is also part of the IEEE RAS 
Technical Committee for Cognitive Robotics. She serves as Expert 
Reviewer for the European Commission Framework Programme 
for Research and Innovation (Area: AI and Robotics). She is the 
Coordinator of the virtual BRAIN Laboratory (the “Bioinspired Ro-
botics and Artifcial intelligence Networking Lab” of the University 
of Naples Parthenope) working in the felds of Cognitive Robot-
ics, Artifcial Intelligence and Social and Assistive Robotics. She 
is mainly interested in exploring computational neuroscience and 
cognitive robotics to generate innovative strategies and solutions 
for scientifc problems and technological limitations. She authored 
several works on Social Assistive Robots, Adaptive Human Robot 
Interaction, Human Behavior and Emotion interpretation, etc. She is 
the Principal Scientifc Coordinator of the Project RESTART - Robot 
Enhanced Social abilities based on Theory of mind for Acceptance 
of Robot in assistive Treatments and Unit Scientifc Coordinator 
of the SPECTRA Project (Supporting schizophrenia PatiEnts’ Care 
wiTh Robotics and Artifcial Intelligence) both funded by the Italian 
Ministry of University and Research. 

Andreea Bobu, Boston Dynamics AI Institute, USA, 
abobu@theaiinstitute.com. Andreea Bobu is a Research Scientist at 
the Boston Dynamics AI Institute, and an incoming Assistant Pro-
fessor at MIT. She works at the intersection of robotics, mathemati-
cal human modeling, and deep learning, and studies algorithmic 
human-robot interaction with a focus on how robots and humans 
can efciently arrive at shared representations of their tasks for 
more seamless and reliable interaction. She obtained her Ph.D. in 
Electrical Engineering and Computer Science at University of Cali-
fornia Berkeley with Anca Dragan. Previously, she received a B.S. 
in Computer Science and Engineering at MIT. She was the recipient 
of the Apple AI/ML Ph.D. fellowship, is a Rising Star in EECS and 
an R:SS and HRI Pioneer, and has won best paper award at HRI 2020. 

Nikhil Churamani, University of Cambridge, UK, 
nikhil.churamani@cl.cam.ac.uk. Nikhil Churamani is a Postdoctoral 
Researcher at the Afective Intelligence and Robotics (AFAR) Lab of 
the Department of Computer Science and Technology, University 
of Cambridge. His PhD research at the University of Cambridge 
focused on Continual Learning for Afective Robotics, funded by 
EPSRC, UKRI. His current research investigates Continual Lifelong 
Learning of Afect for social robots, focused on afect-driven learn-
ing for Human-Robot Interaction as well as Federated Continual 
Learning of socially appropriate robot behaviors in human-centered 
environments. He has published in several top journals and confer-
ences such as PMLR, IEEE Transactions of Afective Computing, 
Frontiers in Robotics & AI, ACM/IEEE HRI, IEEE FG, IEEE RO-MAN, 
IEEE IROS amongst others. 
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