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ABSTRACT
Adaptation and personalization are critical elements when model-
ing robot behaviors toward users in real-world settings. Multiple
aspects of the user need to be taken into consideration in order
to personalize the interaction, such as their personality, emotional
state, intentions, and actions. While this information can be ob-
tained a priori through self-assessment questionnaires or in real-
time during the interaction through user profiling, behaviors and
preferences can evolve in long-term interactions. Thus, gradually
learning new concepts or skills (i.e., “lifelong learning”) both for the
users and the environment is crucial to adapt to new situations and
personalize interactions with the aim of maintaining their interest
and engagement. In addition, adapting to individual differences
autonomously through lifelong learning allows for inclusive inter-
actions with all users with varying capabilities and backgrounds.
The third edition1 of the “Lifelong Learning and Personalization in
Long-Term Human-Robot Interaction (LEAP-HRI)” workshop aims
to gather and present interdisciplinary insights from a variety of
fields, such as education, rehabilitation, elderly care, service and
companion robots, for lifelong robot learning and adaptation to
users, context, environment, and activities in long-term interac-
tions. The workshop aims to promote a common ground among
the relevant scientific communities through invited talks and in-
depth discussions via paper presentations, break-out groups, and a
scientific debate. In line with the HRI 2023 conference theme, “HRI
for all”, our workshop theme is “adaptivity for all” to encourage
HRI theories, methods, designs, and studies for lifelong learning,
personalization, and adaptation that aims to promote inclusion and
diversity in HRI.

CCS CONCEPTS
• Computer systems organization → Robotics; • Information
systems→ Personalization; • Computing methodologies→
Lifelong machine learning.

1All editions of the workshop are available at: https://leap-hri.github.io
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1 INTRODUCTION
While deep learning is rapidly advancing in fields that are valuable
for robotics, such as natural language processing2,3,4,5 and com-
puter vision6,7,8, these algorithms typically lack the ability to learn
new information and adapt after deployment, known as “lifelong
(or continual) learning” [15]. Lifelong learning techniques can help
robots learn new tasks through transfer learning, as well as function
well in diverse environments, such as a new kitchen. In addition,
individuals may differ in their needs, preferences and behaviors,
which can also change over time. Hence, adaptivity of robot behav-
iors for all users and personalization are necessary for usability,
inclusivity, effectiveness in performance, and maintenance of user
engagement over long-term interactions.

The third edition of the “Lifelong Learning and Personalization in
Long-Term Human-Robot Interaction (LEAP-HRI)” Workshop aims
to bring together interdisciplinary researchers for discussing the
advances and challenges of the field, focusing on “adaptivity for all”.
The workshop consists of invited keynote speakers, presentations
of early-stage researchers, a breakout session and a debate for
thought-provoking discussions.

2 STATE OF THE ART & NEW DIRECTIONS
If we aim to achieve adaptivity for all via machine learning (ML),
lifelong or continual learning (CL) is the way forward because it has
the potential to enable ML models to continually learn and adapt by
balancing past knowledge preservation with incremental learning
2ChatGPT: https://openai.com/blog/chatgpt/
3PaLM-SayCan: https://sites.research.google/palm-saycan
4BLOOM: https://bigscience.huggingface.co/blog/bloom
5Whisper: https://openai.com/blog/whisper/
6DALL-E 2: https://openai.com/dall-e-2/
7Stable Diffusion: https://stability.ai/blog/stable-diffusion-public-release
8Imagen: https://imagen.research.google/
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of new information [7, 16]. Introductory background to the topics
of continual and lifelong learning have already been provided in our
previous workshop editions and summary papers [11, 12]. In this
year’s edition we would like to take a forward-facing approach and
focus specifically on the emerging trends in CL, namely causality
and resource-efficiency.

The majority of ML/CL models focus on finding correlations in
the data and predicting outcomes rather than understanding causal-
ity [17, 23]. Causality can be used for gaining insights into the
causal structure of the data and the ML problem at hand (e.g., [2])
and can be used to fortify CL models by re-adjusting model learn-
ing to cope with changing data distributions [18]. One promising
direction is the causal replay for knowledge rehearsal in CL [3].

Using ML models in resource-constrained environments (e.g.,
robots) requires additional considerations [8, 19] such as how to
minimize the high resource and energy consumption of deep learn-
ing frameworks [26] while reducing the carbon footprint associated
with training and deploying these models [24]. CL frameworks also
face these criticisms. Regularization and replay are important com-
ponents of incremental and sequential learning [16], however, their
advantages come at the cost of additional computation and memory.
Various researchers have started proposing solutions to address
these challenges (e.g., [25]).

In addition to the adaptivity of robot behaviors, personalization is
also necessary to increase inclusivity, effectiveness in performance,
and maintenance of user engagement over long-term interactions
in a vision of universal inclusion paving the way to an "HRI for
all" [13]. To allow adaptivity for all, it is of paramount importance
to tailor the parameters of the interaction to accommodate individ-
ual differences among users, such as needs, age, gender, abilities,
literacy, culture, and emotions, from physical to cognitive and socio-
cultural levels. This ambitious objective poses many challenges due
to the complexity unpredictability and uniqueness of each user’s
progress during the interaction, which are also affected by possible
different contexts. Furthermore, individual differences are difficult
to define and to generalize from one context to another, especially
when dealing with vulnerable individuals such as elderly adults
or children with neurodivergent emotional, cognitive, and social
responses.

While the benefits of personalization are well documented [1,
5, 6, 9, 10, 14, 22], it is not yet affordable at all. Personalization is
often achieved through human-in-the-loop or Wizard of Oz (WoZ)
frameworks, wherein intervention strategies are mapped to individ-
uals a priori or in situ via human input. However, each individual
has her/his unique own path of development and growth that may
not be linear and thus exceptionally complicated [27]. Therefore,
robot behavior adaptation needs to be tailored towards the specific
needs and preferences of each participant over time by interven-
tion strategies which must be adapted in situ via untrained human
feedback [4, 20]. Reinforcement learning (RL) methods have been
successfully applied to adapt to a user’s learning habits over time,
particularly in early child development studies [21].

3 WORKSHOP OVERVIEW
LEAP-HRI is a half-day workshop on the topics of lifelong learning
and personalization in long-term HRI. The workshop will be hybrid

to accommodate the needs of the participants that might not be
able to attend the in-person conference. The workshop consists of:
Keynotes: The invited researchers, Dorsa Sadigh (Stanford Uni-
versity, USA) and Pablo Barros (Sony, Belgium), will present their
experiences and perspectives on the topics related to the workshop.
The presentations will last 30 minutes, followed by 10 minutes of
question session. Debate: Inspired by the Robotics Debates9 at the
IEEE International Conference on Robotics and Automation (ICRA),
the 1-hour debate will have a controversial statement related to the
topics of the workshop, where two debaters will argue their views
for the statement and two debaters against it. The debaters will be
Brian Scassellati (Yale University, USA), Séverin Lemaignan (PAL
Robotics, Spain), Eric Eaton (University of Pennsylvania, USA), and
Karol Hausman (Google Brain, USA and Stanford University, USA).
Full talks: The authors of the accepted research papers of full
length (3-4 pages) will give 7 minutes presentation followed by 3
minutes question session. Break-out session: To encourage con-
structive discussions, the workshop attendees will be divided into
groups of 4-5 for a break-out session (15 minutes). Discussion: To
improve the LEAP-HRI workshop series, there will be a discussion
with the audience coverage, topics, speakers, and other issues in
the previous workshops (10 minutes).
Target Audience & Attracting Participants.We invite papers
of 3-4 pages (plus additional pages for references and appendices),
including work in progress containing preliminary results, tech-
nical reports, case studies, surveys and state-of-the-art research
in lifelong learning and personalization in a variety of fields (e.g.,
education, rehabilitation, elderly care, collaborative tasks, customer-
oriented service and companion robots) and long-term studies. We
will encourage submissions to address the theme of the workshop
“Adaptivity for All”. Papers will be reviewed for their relevance,
novelty, and scientific and technical soundness. Researchers from
HRI, robotics, cognitive science, rehabilitation and educational back-
grounds will be invited to contribute. Based on the accepted sub-
missions for LEAP-HRI in the past two years, we expect around
5-6 accepted full papers. The workshop achieved to attract 70 to
100 attendees in the previous years, we expect to reach to the same
audience with the hybrid format. The workshop will be announced
through a dedicated website, a call for papers on robotics mailing
lists and on social network channels.
Documenting the Workshop. The accepted papers will be pub-
lished on theworkshopwebsite, as well as in arXiv. The proceedings
may be made as a single submission, or as a set of individual papers
with an index submission.
List of Topics. Topics of interest include but are not limited to:

• Lifelong personalization and/or adaptation
• Lifelong learning or personalization for inclusivity in HRI
• Modeling user(s) and/or user behavior(s) in multi-session/
long-term HRI

• Modeling robot behavior in multi-session/ long-term HRI
• Modeling context in multi-session/ long-term HRI
• Agent/robot architectures for personalization/adaptation
• Lifelong (long-term) human-agent ormulti-user/multi-agent
interactions

• Lifelong (long-term) multimodal interactions

9Website for Robotics Debates: https://www.roboticsdebates.org/
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• Continual/lifelong machine learning
• Long-term memory (episodic, semantic, associative)
• Privacy and ethical considerations in lifelong learning/ per-
sonalization in HRI

4 ORGANIZERS
Bahar Irfan (KTH Royal Institute of Technology, Sweden) is a
Postdoctoral Researcher and Digital Futures fellow at KTH Royal
Institute of Technology. Her research focuses on creating personal
robots that can continually learn and adapt to assist in everyday
life. She has a diverse background in robotics, from personalization
in long-term human-robot interaction during her PhD at the Uni-
versity of Plymouth and SoftBank Robotics Europe to user-centered
task planning for household robotics during her MSc in computer
engineering, and building robots for BSc in mechanical engineering
at Boğaziçi University.
Aditi Ramachandran (Van Robotics, USA) is the Chief Technology
Officer at Van Robotics where she works on building educational
robots and oversees all software development at the company. She
received a PhD from the Social Robotics Lab at Yale University
where her research focused on personalized social robot tutors for
children.
Mariacarla Staffa (University of Naples Parthenope, Italy) is an
Assistant Professor in Human-Robot Interaction, Artificial Intelli-
gence and Cognitive Robotics at the Department of Science and
Technologies of the University of Naples Parthenope. She received
her M.Sc. degree in Computer Science from the University Federico
II with honors, in 2008. She received her Ph.D. in Computer Science
and Automation Engineering from the University Federico II in
2011. She is mainly interested in exploring computational neuro-
science and cognitive robotics to generate innovative strategies and
solutions for scientific problems and technological limitations.
Hatice Gunes (University of Cambridge, UK) is a Professor of
Affective Intelligence and Robotics (AFAR) and the Director of
the AFAR Lab at the University of Cambridge. Her expertise is
in the areas of affective computing and social signal processing
cross-fertilizing research in multimodal interaction, computer vi-
sion, machine learning and social robotics. She has published over
150 papers in these areas (H-index=36, citations > 7,100), with most
recent works on lifelong learning for facial expression recognition,
fairness and affective robotics; and longitudinal HRI for wellbeing.
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